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Context: 

The primary objective of Text-to-Speech (TTS), speech conversion and speech to speech translation 
system is to synthesize or generate a high-quality speech signal. Typically, the quality of synthetic 
speech is subjectively evaluated by human listeners. This listening test aims to assess the degree of 
similarity to human speech rather than machine-like speech. The main challenge in assessing synthetic 
speech quality lies in finding a balance between the cost and reliability of evaluation. When the cost 
of conducting a human listening test is high, an automatic quality evaluation may be less reliable. 
Additionally, the definition of quality can be varied in different perspectives [7]. The quality of TTS 
output can be described in terms of various aspects such as intelligibility, naturalness, expressiveness, 
and the presence of noise. Furthermore, fine differences between two signals cannot be precisely 
tracked through Mean Opinion Score (MOS) ratings [1]. Moreover, the evolution of TTS systems has 
altered the nature of quality evaluation. Significant improvements in synthetic speech quality have 
been made over the last decade [2]. And while in the past, the emphasis was on intelligibility in speech 
synthesis, today, the focus is more on the expressiveness of synthetic speech. Recent efforts toward 
the automatic evaluation of synthesized speech [4] have demonstrated the success of objective 
metrics when the domain, language, and system are limited. In addition to the evolution of TTS quality 
over time, studies such as [10] and [8] have emphasized the need for new data collection and 
annotation for domain and language adaptation. 

Objective: 

The main objective of this thesis is to propose an active learning approach [9], where human 
intervention should be minimum, for a subjective task such as automatic evaluation of synthetic 
speech quality. The core of this framework would be an objective model as synthetic quality predictors, 
which require a diverse and efficient training samples. It is desired to efficiently improve the precision 
of synthetic quality prediction or adapt the synthetic quality predictors to new domains and new 
generation of systems. It is essential to address different aspects of quality, domain-specific 
requirements, and linguistic variation through the acquisition of new data or retraining models with a 
specific emphasis on targeted sample sets. 

The main goal is to efficiently collect and query data to minimize information gaps, ensuring a 
comprehensive dataset for adaptation in order to maximize the performance improvement. The main 
adaptations that will be investigated in this project are language (adapting a trained quality predictor 
to a new language) and expressive speech synthesis (adapting a trained naturalness predictor to an 
expressive speech quality predictor). This adaptation could potentially extend to different listeners and 
system types, e.g. systems with different acoustic models or vocoder. In this context, the data 
collection (synthesizing new samples) is cost-effective, which allows focusing on only query 
optimization to identify the most informative samples. In a secondary objective, we will focus on 
modeling listeners’ disagreements in quality evaluation. This objective aims to address the diverse 
perspectives on the perception of TTS quality. Furthermore, this objective will work towards 
personalized quality prediction for TTS based on listeners’ individual definitions of quality. 
Consequently, analysing challenging scripts can reveal remaining challenges in the Text-to-Speech 
field. 
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